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Abstract

The past decade has seen considerable inter-

est and progress in the development of un-

manned and autonomous vehicles for civil-

ian applications. Further increases in the de-

gree of autonomy face a number of chal-

lenges, both societal and technological, since

autonomous vehicles must share operational

spaces with human-operated vehicles.

Maritime RobotX is an international compe-

tition with fifteen university-student teams

competing in a number of autonomous tasks.

The competition tasks include basic navigation

and control, hydroacoustic localisation, image

recognition and docking, optical signal relay-

ing and obstacle avoidance. The provided

WAM-V is a standard platform from which a

functional USV is developed.

The propulsion system consists of two elec-

tric outboard motors that are actively steered

using linear actuators. This enables the USV

to be fully actuated for manoeuvring in the

horizontal plane and simplifies the control

task. Three dedicated computers are used

for image processing andmachine vision, con-

trol and state estimation, and hydroacous-

tic localisation. Navigation is accomplished

using data sources including GPS, IMU and

machine vision. Obstacle navigation is ac-

complished using a 2.5D grid SLAM solution

so the USV can build a map of the obstacle

field and find its position within that map.

The grid map utilised by the guidance sys-

tem finds a safe path through the obstacle

field. This paper outlines the objectives and

technical approach taken for the UON RobotX

team.

1 Introduction

Several factors are increasing the desire for

autonomous unmanned marine systems, in-

cluding increased complexity and duration of

maritime operations, as well as the removal of

human factors to increase safety and reduce

error. Unmanned marine vehicles (UMVs)

have already been employed in cartography

operations, from mapping and surveying to

resource exploration and scientific research
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(Roberts and Sutton, 2012). It is foreseen that

increasing degrees of autonomywill be imple-

mented in these, and other applications yet to

be identified.

In order to foster student interest and inspire

future research in autonomous marine sys-

tems, the Maritime RobotX Challenge (MRC)

has been established. Each student team is

provided with a standard unmanned surface

vessel (USV), which must be equipped with

propulsion units, sensor suites and control

systems needed to complete the challenge

tasks.

The challenge tasks consist of a variety ofmar-

itime surface vessel missions that the USV

must complete autonomously. The USV is

outfitted with several wide angle cameras

with overlapping fields of view in order to

detect and classify navigation markers, pon-

toons, docking symbols, a light buoy and

floating obstacles. Hydroacoustic signals are

detected by a hydrophone array, from which

the source location is inferred. An inertial

measurement unit (IMU) provides accelera-

tion and orientation information to augment

navigation using GPS. Visual, acoustic, inertial

and GPS measurements are used to localise

the vessel and to provide goal and obstacle in-

formation for the guidance system.

2 Technical Approach

The design and development of the USV aligns

with the core strengths of the team in the

areas of mechanical engineering, mechatron-

ics and computer science. These disciplines

provide the necessary framework to design

and select mechanical and electrical hard-

ware, and develop computer systems. The fol-

lowing sections outline the hardware architec-

ture and the key facets of the guidance, nav-

igation and control systems, and the mathe-

matical models used therein.

2.1 Mechanical

To transform the provided platform into a fully

functional USV, several major hardware com-

ponents are required, such as a propulsion

system, batteries, power and control electron-

ics.

The propulsion system includes electric out-

board motors and linear steering actuators as

shown in Figure 1. The linear actuators are

Figure 1: The linear actuator (foreground)

attached to the electric outboard motor. An

external encoder is mounted to the top of the

outboard motor.

mounted directly to the motors using custom

brackets shown in Figure 2. The outboardmo-

tors were selected based on the favourable

power requirements, monolithic construction

and short lead time.

The propulsion system enables each motor to

steer independently yielding a fully-actuated

system for manoeuvring in the horizontal

plane. Industrial grade linear actuators were

selected based on stroke length and slew rate

requirements.
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Figure 2: 3Dmodel of linear actuatormounts.

Manufactured from aluminium plate.

Figure 3 shows an assembled propulsion unit.

This arrangement enables one person to in-

stall both units within minutes, by mounting

them on a simple aluminium bracket designed

to replace the existing hinge tongue plate as-

sembly.

The two propulsion units add 30kg of ex-

tra mass directly astern, causing the bow to

pitch upwards due to the change in CoG. This

is compensated by mounting the batteries

on the USV ski fronts. The suspension sys-

tem was reinforced to prevent overloading of

the ball joints during launch and recovery by

crane.

The onboard electronics are housed in IP67

rated enclosures (National ElectricalManufac-

turers Association, 2004) with cabling through

IP68 rated glands. The cameras are mounted

inwaterproof enclosures as shown in Figure 4.

Figure 3: Propulsion unit with electric motor,

linear actuator and motor mount.

2.2 Electrical and computer hard-

ware

The main power connections use sealed An-

derson connectors1. Fuses are installed inside

the battery cases to isolate the power sup-

ply in case of a connector fault. Each case

contains eight 60AH lithium iron phosphate

(LiFePO4) cells connected in series, rated for

10C burst and 3C continuous.

Figure 5 shows the electrical distribution box

that feeds power to all ancillary systems. This

1http://www.andersonpower.com/products/
multipole-sb.html
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Figure 4: Isometric drawing of the camera

housing, to be manufactured in perspex. The

inner surface of the cylinder is to be lined with

linear polarising film to reduce sun-glare.
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Figure 5: Power distribution system including

batteries, ancillary systems, emergency stop

and propulsion system.

box also contains the USV emergency stop

system; a 400A DC contactor that interrupts

power to the propulsion system. A hand-held

remote e-stop continuously transmits heart-

beat messages to the USV-mounted receiver.

Pressing the e-stop button or a loss of signal

causes the contactor to disengage, disabling

themotors. This complieswith theMRC safety

requirements (AUVSI, 2014a).

The machine vision system, the embedded

control system, and the hydroacoustic lo-

calisation system are networked via a man-

aged switch (see Figure 6), which communi-

cates with the ground station via an 802.11g

wireless gateway. This complies with the

Managed	
  Switch	
   Kontron	
  

ST	
  Micro	
  

NI	
  

Wireless	
  Gateway	
  

Base	
  Sta:on	
  

Figure 6: Network topology for the wireless

communication system.

MRC communications requirements (AUVSI,

2014e).

The machine vision system has a dedicated

computer system that processes images from

four cameras arranged as shown in Figure 7.

There are wide peripheral cameras and a

190�

190�

190� 40�

Figure 7: Four cameras (three wide-angle

view, one long-focused) are arranged on the

USV in a cross-like formation. Light orange

arcs represent the field of view for each cam-

era, with darker orange segments depicting

field of view crossover.

forward-facing camera that has a long focal-

length which improves object recognition di-

rectly in front of the vessel. The machine vi-
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sion computer has a quad-core Intel proces-

sor and 4GB of DDR3 RAM, but only requires

10W.

The STM32F4 Discovery microcontroller was

used to perform low-level tasks and interface

with sensors and actuators. The controller

and state estimator are implemented on the

microcontroller.

Since the competition rules forbid the use

of RTK GPS, a PPP GPS receiver is used in

conjunction with an IMU for primary localisa-

tion.

The hydroacoustic localisation system uses a

dedicated National Instruments CompactRIO2

processor module with an FPGA chassis and

ADC that is configured as shown in Fig-

ure 8. The data from the hydrophone array

Hydrophones	
  

ADC	
  

FPGA	
  

Managed	
  
Switch	
  

Processor	
  

CompactRIO 

Figure 8: The hydroacoustic localisation sys-

tem.

is sampled at 500kHz and all signal processing

and beacon localisation is performed on the

FPGA.

An overview of the sensors, actuators and

computer hardware is shown in Figure 9. The

2http://www.ni.com/compactrio/

following sections describe the software com-

ponents in further detail.
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Micro

Power Electronics

Thruster Model
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Figure 9: Overview of sensors (orange), actu-

ators (green) and the computer system (blue).

2.3 Vehicle kinematics

For the case of marine vehicles, it is conve-

nient to express the rigid-body dynamics in

terms of body-fixed momenta or velocities

and earth-fixed displacements by using a kine-

matic transformation (Fossen, 1994).

To describe the motion of the vessel, we

consider two reference frames: Earth-fixed

(N -frame) and body-fixed (B-frame). Asso-

ciated with these frames are coordinate sys-

tems {n} and {b} respectively. The position of
the vehicle is given by the relative position of a

point of interestB inB with respect to a point

of interest N in N (Perez et al., 2012). The

components of this vector are North, East and

Down positions. The orientation of the ves-

sel is described by the rotation matrix Rn
b ∈

SO(3), which is parameterised by the vector3

3 Note thatΘn
b is simply a column vector of param-

eters which describe the orientation. There exists no

physical vector, ~Θ, associated withΘn
b .
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of Euler anglesΘn
b = [φ, θ, ψ]T ∈ S× S× S.

These components are the roll, pitch and yaw

angles respectively.

The generalised-position vector is defined

by

η ,

[
rnB/N
Θn
b

]
. (1)

The velocities are conveniently expressed in

terms of body-fixed coordinates and denoted

by the body-fixed velocity vector defined

by

ν ,

[
vbB/N
ωb

B/N

]
. (2)

The linear-velocity vector vbB/N = ṙN b
B/N =

[u, v, w]T is the time derivative of the posi-

tion vector as seen by an observer in the frame

N with components expressed in {b}. These
components are the surge, sway, and heave

velocities respectively. The vector ωb
B/N =

[p, q, r]T is the angular velocity of the body

with respect to theN framewith components

expressed in {b}. These components are the

roll, pitch, and yaw rates respectively.

The timederivative of the generalised position

vector η̇ is related to the body-fixed velocities

ν according to the following kinematic differ-

ential equation:

η̇ = J(η)ν, (3)

where

J(η) =

[
Rn
b (Θ

n
b ) 0

0 Tn
b (Θ

n
b )

]
(4)

and

Rn
b (Θ

n
b ) = eψS(e3)eθS(e2)eφS(e1), (5)

Tn
b (Θ

n
b ) =

[
e1, e−φS(e1)e2,

e−φS(e1)e−θS(e2)e3

]−1

,

(6)

where ei is the unit vector in the ith coordi-

nate direction, e(·) : so(3)→ SO(3) is the ma-

trix exponential and S : R3 → so(3) is the

skew operator4. These kinematic transforma-

tions are well defined for θ ∈ (−π, π] \ ±π
2
,

i.e., whenever the vessel is not at the extreme

pitch angles.

2.4 Control system

A tracking controller is designed to followade-

sired trajectory qd(t) generated by the guid-

ance system. The guidance system produces

desired displacement, velocity and accelera-

tion references. The tracking control law is

given by

u = −B−1Aq̇d +B−1q̈d

−K1(q− qd)−K2(q̇− q̇d), (7)

where A and B are invertible matrices de-

rived from the dynamic model of the vessel,

and q, q̇, qd, q̇d and q̈d are column vectors

containing the states x, y and ψ and their

derivatives. The controller gain matrices K1

andK2 are designed using LQR.
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Figure 10: Steerable thrusters enable full

actuation for manoeuvring in the horizontal

plane. The thrusters produce forces FL and

FR and are actively steered using a linear ac-

tuator to produce angles αL and αR.

2.4.1 Control allocation

The generalised control forces on the vessel

are given by

τ = B(α)f , (8)

where the vector of steering angles α and

thruster forces f is given by

α =

[
αL
αR

]
, f =

[
FL
FR

]
, (9)

and the actuator configuration matrix is given

by

B(α) =

 cosαL cosαR
sinαL sinαR
B31(αL) B32(αR)

 , (10)

where

B31(αL) = −`yL cosαL + `xL sinαL, (11)

B32(αR) = −`yR cosαR + `xR sinαR. (12)

The control allocation problem is posed as the

4Also known as the hat map, this operator produces

a skew symmetric matrix such that S(u)v = u× v for

all u,v ∈ R3.

following constrained optimisation problem,

which is adapted from Johansen et al. (2004);

Fossen et al. (2009):

min
f ,α,s

(
fTPf + sTMs

+ (α−α0)
TΩ(α−α0)

)
(13a)

subject to

B(α)f + s = τ (13b)

fmin ≤ f ≤ fmax (13c)

αmin ≤ α ≤ αmax (13d)

∆αmin ≤ α−α0 ≤ ∆αmax (13e)

where s is a slack vector introduced to ensure

a feasible solution, P andΩ are positive defi-

nite matrices used to penalise thruster and

steering effort and M is a large positive defi-

nitematrix used to ensure that the optimal so-

lution is s ≈ 0.

Since the equality constraint (13b) is nonlin-

ear, the solution is obtained iteratively by se-

quential quadratic programming (SQP) (No-

cedal and Wright, 2006). The solution at the

kth iteration is given by

fk = fk−1 +∆fk, (14)

αk = αk−1 +∆αk, (15)

where α0 and f0 are the control allocation

solution at the previous time step, and ∆fk
and∆αk are the solution to the following QP:
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min
∆fk,∆αk,s

(
(fk−1+∆fk)

TP(fk−1+∆fk)+sTMs

+

( k−1∑
i=1

∆αi+∆αk

)T

Ω

( k−1∑
i=1

∆αi+∆αk

))
(16a)

subject to

B(αk−1)∆fk

+
∂

∂α

(
B(α)fk−1

)∣∣∣
α=αk−1

∆αk + s

= τ −B(αk−1)fk−1 (16b)

fmin − fk−1 ≤ ∆fk ≤ fmax − fk−1

(16c)

αmin −αk−1 ≤ ∆αk ≤ αmax −αk−1

(16d)

∆αmin −
k−1∑
i=1

∆αi ≤ ∆αk ≤ ∆αmax −
k−1∑
i=1

∆αi

(16e)

2.4.2 Propeller thrust model

The motors are commanded by sending a ref-

erence propeller angular velocity, ω, which

is regulated by an onboard controller. To

compute the thrust produced by each pro-

peller, the following signed quadratic func-

tion of propeller axial and angular velocities is

used:

F = k

∣∣∣∣ `2πω − ua
∣∣∣∣ ( `

2π
ω − ua

)
, (17)

where k [kg.m−1] is a constant related to the

mass of water displaced per unit axial distance

travelled, ` [m.rev−1] is the lead constant that

describes the natural axial advance of the pro-

peller per revolution, ω [rad.s−1] is the pro-

peller angular velocity and ua [m.s−1] is the

axial component of the propeller translational

velocity.

The constants k and ` are obtained from static

thrust and steady-state velocity tests for the

full range of positive and negative propeller

angular velocities.

2.5 Image Processing

2.5.1 Camera Geometry Models

To enable the system to work efficiently with

any type of camera sensor, a spherical cam-

era geometry model was used to calculate ray

projections for image scanning. In this model,

all rays are cast from the focal point of the

camera outward. The following equations de-

scribe conversion to and from radial camera

pixel space, with ~p as the pixel coordinates

from the centre of the camera, ~c as the unit

vector camera ray, and ~d as the angular pixel

pitch of the camera:

~p′ =
[
~px · ~dx~py · ~dy

]
(18)

~p′ =

[
~cx · cos(~cz)

~cy

]
(19)

~c =

~p′x · sin(‖~p′‖)/‖~p′‖~p′y · sin(‖~p′‖)/‖~p′‖
cos(‖~p‖)

 (20)

Rays projected in this space need only be

transformed by the current IMU state before

being converted into pixels to search for areas

of interest. This allows the majority of image

scanning calculations to be performed at start-

up time. By using this technique, it is possible
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to maintain high vision frame-rates with mod-

est hardware requirements.

2.5.2 Scanning for Objects

When scanning images for relatively large ob-

jects only a small number of pixels need to be

sampled. An efficient sample scheme is imple-

mented; sampling less than 1% of all pixels to

identify objects of interest.

The sample spacing will depend on the dis-

tance from the camera ground-plane onwhich

objects of interest lie. In this case, the ground-

plane is the water surface. Using the angle

of declination of rays from the camera and

its height, an intersection with the ground-

plane can be calculated. Using the distance

acquired from the ground-plane intersection,

the object apparent angular height and width

are calculated, assuming the ray intersects

the lowest visual part of the object. This as-

sumption is conservative, as a ray intersection

through any other part of the object implies it

would be closer to the camera, and therefore

have a larger angular size.

Neighbour rays are then generated using the

angular height and width at the calculated

point; process repetition produces a sample

set guaranteeing intersection with objects of

a chosen size. While this process alone will

guarantee detection if 100% accurate, a sam-

ple rate of half the angular width is used en-

suring multiple intersections. Intersected ar-

eas are then densely scanned to recover in-

formation for the classification stage. Fig-

ure 11 and Figure 12 demonstrate the efficient

sampling scheme and the dense scan respec-

tively.

2.5.3 Image Segmentation

Colour-based classification is used for image

segmentation, as buoys and markers have

colours distinctive from the water environ-

ment. Look-Up Tables (LUTs) are used to

define colours of interest for detecting ob-

jects. This technique has proven fast and ro-

bust inmany past robotics challenges (Quinlan

et al., 2004). Two significant improvements

on previous systems are made to increase ro-

bustness of the system and reduce the need

for human interaction for training: automatic

LUT extension; and finite state machine based

post-processing.

As lighting conditions can change, and differ-

ences in colour can occur, an algorithm for

automatically extending LUTs is used. This

creates an adaptive feedback loop, harvesting

data about miss-classified pixels from the

shape detectors and modifying the LUT in

real time to maximise the correctly classified

regions within objects. This process allows

most object classes to be robustly and au-

tonomously detected using 1--2 hints from a

user.

Previous systems define simple rules to fil-

ter some noise during colour classification,

before handing data on to shape classifiers.

This system iteration replaces these rules with

a finite state machine built from regular ex-

pressions, allowing many types of noise to

be removed during pre-processing. Repeating

colour patterns can be detected as areas of

interest at no extra processing cost using the

same regular expressions.
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Figure 11: The green dots shown on the left and right images represent unoccupied area. The

red dots on the close-up image show where the object-scanner has detected an obstacle in

the water.

Figure 12: After the coarse scan has identified areas of interest, the fine scan draws segments

in the area to find the edges of the object. These edges are then used in RANSAC to fit shapes

to the image.

2.5.4 Shape Detection

The random sample consensus (RANSAC) al-

gorithm was developed by Fischler and Bolles

(1981) for finding objects in computer vision

and associated problems. Algorithm 1 shows

a basic application of the RANSAC algorithm

for computer vision. This involves generating

many possible models using random sets of

candidate points, and finding the onewith the

smallest fitting error to some close subset of

candidate points. RANSAC is applied to finding

buoys, field markers, and docking pontoons

as geometric models. Model generation using

RANSAC provides the accurate detection of

the radius of buoys, and the width and height

of markers. Extra information generated by

RANSAC allows for more accurate localisation

of objects.

A significant issue with applying RANSAC to

higher order geometry is that the algorithm

has a polynomial dependence on the num-

ber of model parameters needed. Normally,

if there are k candidate objects represented

by several candidate points each, and nmodel

parameters required, there are on the order of

kn sets of model parameters to generate and

test; only one being correct. A constrained

version of RANSAC is used to improve perfor-
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mance by utilising the continuous colour re-

gions which identify objects of interest. Using

these hints, edges either side of continuous

colour segments are used to define amatching

pair of points for input into candidate model

generation. Constraining model generation

using matched segments halves the polyno-

mial order of the RANSAC run-time, and aids in

removing false detections. This approach re-

duces detection complexity for the detection

of vertical marker buoys from k4 to k2, allow-

ing far more objects to be processed.

Algorithm 1 RANSAC model fitting algorithm

Require: The candidate point set P
Require: The maximum fitting distance, d
Require: The geometricmodel we wish to fit,

requiring n sample points to uniquely de-

fine

bestmodel← NULL
bestfit←∞
for i← 0 to 100 do
newmodel← (p1, . . . , pn) ∈ P
newfit← 0
for pi ∈ P do

dist← newmodel.fit(pi)
if dist ≤ d then
newfit← newfit+ dist

end if

end for

if newfit ≤ bestfit then
bestfit← newfit
bestmodel← newmodel

end if

end for

P ′ ← P \ {p ∈ P : bestmodel.fit(p) ≤ d}

return bestmodel, P ′

2.5.5 Distance Detection

The shape recognition stage of the system

produces several pieces of data that when

fused, produce a reliable monocular distance

Camera

h

Ground

φ
θ

90◦ − θ

Figure 13: Geometry for estimation of dis-

tance of a marker buoy to the camera.

estimate for objects of a limited number of

known sizes. The information received from

the shape classifier is a camera ray which in-

tersects the base of the object; the angular

width and height in radians.

Distances can be calculated using the intersec-

tion of the camera ray with the ground plane,

the angular width, and the angular height of

the object. In the case of vertical markers, this

produces three independent measures of dis-

tance, while for blue buoys therewill be two---

angular width and height are equal. Docking

pontoons will also generate length based and

ground plane intersection estimates.

Fusing these estimates reduces the variance in

distance estimation, allowing more accurate

mapping. Figure 13 shows the geometry used

for estimating the distance of a blue marker

buoy by both ground-plane distance and an-

gular height (φ). Note that once ground-plane

distance is established, in most cases this will

disambiguate the relevant buoy size and allow

angular height to generate a single size candi-

date estimate.
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2.6 State estimation

Consider the following discrete-time nonlin-

ear state-space model with additive Gaussian

noise:

xk+1 = f(xk) +wk, (21a)

yk = h(xk) + vk, (21b)

where the current state is xk, the process

noise wk ∼ N (0,Qk) and the measurement

noise vk ∼ N (0,Rk). An Unscented Kalman

filter (UKF) (Van DerMerwe andWan, 2001) is

used to estimate the state using process and

measurementmodels described in the follow-

ing sections.

2.6.1 Kinematic process model

To account for unknown accelerations that oc-

cur due to hydrodynamic forces and distur-

bances in addition to the control forces, a dis-

crete white noise acceleration process model

is used for state estimation. For a single de-

gree of freedom, if ak is the constant accelera-

tion during the kth sampling period (of length

T ), the increment in velocity during this pe-

riod is Tak, while the effect of this accelera-

tion on the position is 1
2
Ta2k (Bar-Shalomet al.,

2001). This principle is extended to the Eu-

ler discretisation of the rigid-body kinematics

(3), which yields the followingmodel driven by

body-fixed white noise acceleration:ηk+1

νk+1

bk+1

 =

ηk + TJ(ηk)νk
νk
bk

+
1

2
T 2J(ηk)

T I6×6

0


︸ ︷︷ ︸

Γa(ηk)

ak,

(22)

where bk is a vector of sensor bias and the

body-fixed acceleration ak ∼ N (0,Qν̇),

where

Qν̇ =

[
Qv̇ 0

0 Qω̇

]
, (23)

Qv̇ = diag(σ2
u̇, σ

2
v̇ , σ

2
ẇ), (24)

Qω̇ = diag(σ2
ṗ, σ

2
q̇ , σ

2
ṙ). (25)

The process model parameters σu̇, σv̇ and σẇ
have units of translational acceleration, while

σṗ, σq̇ and σṙ have units of angular accelera-

tion. Each of these parameters is chosen to

be of the order of the maximum acceleration

magnitude that the vessel can experience in

that degree of freedom.

The model (22) is in the form (21a) with state

xk = [ηk,νk,bk]
T and process noise wk ∼

N (0,Qk), where

Qk = E
[
Γa(ηk)aka

T
kΓ

T
a (ηk)

]
≈ Γa(ηk) E

[
aka

T
k

]︸ ︷︷ ︸
Qν̇

ΓT
a (ηk), (26)

where the approximation holds assuming that

the uncertainty in the orientation states is

much smaller than the uncertainty in the in-

put accelerations.

2.6.2 Inertial measurement model

The IMU contains a 3-axis accelerometer, a

3-axis MEMS gyroscope and a 3-axis magne-

tometer. These sensors are collocated at the

pointM with the common coordinate system

{m}.

The accelerometer measures the combined

effect of sensor acceleration and gravity. The

sensor acceleration is written in terms of the

body acceleration at B and the body angular

velocity, which yields the following measure-
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ment model:

yacc = Rm
b

(
abB/N + S(ωb

B/N )rbM/B

− (Rn
b (Θ

n
b ))

Tgn
)
+ vacc, (27)

where abB/N ∼ N (0,Qv̇) is the body-fixed

translational acceleration input and vacc ∼
N (0,Racc) is the accelerometer sensor noise.

This measurement model is in the form (21b)

with covariance given by

R = cov(Rm
b a

b
B/N + vacc) (28)

= Rm
b E

[
abB/N(a

b
B/N)

T
]
(Rm

b )
T

+ E
[
Rm
b a

b
B/Nv

T
acc

]
+ E

[
vacc(R

m
b a

b
B/N)

T
]

+ E
[
vaccv

T
acc

]
(29)

= Rm
b Qv̇(R

m
b )

T +Racc, (30)

where the cross terms vanish since the in-

put acceleration and the accelerometer sen-

sor noise are uncorrelated.

The gyroscope measures the body angular ve-

locity up to a constant offset bias, b. Themea-

surement model is given by

ygyro = Rm
b

(
ωb

B/N + b
)
+ vgyro, (31)

where vgyro ∼ N (0,Rgyro).

The magnetometer measures the strength of

the ambient magnetic field and the local field

line direction. The measurement model is

given by

ymag = Rm
b (R

n
b (Θ

n
b ))

Tmn + vmag, (32)

where vmag ∼ N (0,Rmag).

2.6.3 GPS measurement model

The position of the body B relative to the

Earth centre O may be expressed in the ECEF

Euclidean coordinate system {e}with compo-

nents reB/O = [xe, ye, ze]T. The coordinate

transformation from {e} to the geodetic ECEF

curvilinear coordinate system {g} is achieved
using the nonlinear mapΦg

e : r
e
·/O 7→ rg·/O. Ex-

pressing the body position in geodetic coordi-

nates has components rgB/O = [φg, λg, hg]T,

where φg is the latitude, λg is the longitude

and hg is the altitude.

The mapping Φg
e is given in closed form by

Hofmann-Wellenhof et al. (2007); Noureldin

et al. (2013) as follows:

φg = arctan
ze + (e′)2b sin3 θ

p− e2a cos3 θ
, (33)

λg = 2arctan
ye

xe +
√

(xe)2 + (ye)2
, (34)

hg =
p

cosφ
−N, (35)

where

e′ =

√
a2 − b2
b2

, (36)

θ = arctan

(
zea

pb

)
, (37)

p =
√

(xe)2 + (ye)2, (38)

N =
a2√

a2 cos2 φ+ b2 sin2 φ
, (39)

and a = 6378137.0m is the semimajor axis,

b = 6356752.3142m is the semiminor axis

and e = 0.08181919 is the eccentricity for the

Earth ellipsoid as defined by theWGS-84 stan-

dard.

The measurement model is given by

yGPS = Φg
e(R

e
nr

n
B/N + reN/O) + vGPS, (40)
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where vGPS ∼ N (0,RGPS) is the measure-

ment noise.

2.6.4 Landmarkmeasurementmodel

The measurement model for landmark (gate)

buoys and docking pontoons is given by

yL =
rcL/C
‖rcL/C‖

+ vL, (41)

where {c} is the coordinate system for the

camera with optical centre located at C

and

rcL/C =

Rc
b

(
(Rn

b (Θ
n
b ))

T(rnL/N − rnB/N)− rbC/B
)
,

(42)

and vL ∼ N (0,RL).

Obstacle mapping is described in the fol-

lowing section and the measurement model

for obstacle localisation is introduced in Sec-

tion 2.7.2.

2.7 Obstacle mapping and localisa-

tion

For navigation in the presence of obstacles, an

occupancy grid is used to represent the obsta-

cle field. This was chosen since the prelimi-

nary competition rules (AUVSI, 2014b) speci-

fied that moored obstacles will be floating on

the surface, visible, and of various shapes and

colours5. A grid representation is able to read-

ily encode such obstacles. Themapoccupancy

state is used in the path planner in order to

reach a desired goal location while avoiding

obstacles.

5 Later rules (AUVSI, 2014c) specified that all obsta-

cles are spherical and of the same colour.

The obstacles also provide navigation cues for

localisation, which aids navigation when one

or more gate buoys are not observed by any

camera. Simultaneous localisation and map-

ping (SLAM) allows the vessel to build a map

of the environment while determining its po-

sition within that map (Thrun et al., 2005). A

2D grid SLAM implementation is adapted to

suit the information available from the vision

system. The process of obstacle mapping and

the measurement model required for the lo-

calisation are described in the following sec-

tions.

2.7.1 Map update

Let Pk be the centre of a detected obstacle,

and Qik be the point on a unit sphere cen-

tred at Ci such that ~rQik/Ci
=

~rPk/Ci

‖~rPk/Ci
‖ . The

vision system provides the unit direction vec-

tors and apparent angular sizes of the obsta-

cles observed in ith camera image as the set of

pairs {rcQik/Ci
, θik} for k = 1, 2, . . . .

The position of each obstacle centre, rnP/N , is

given by

rnPk/N
= Rn

c

( rk
sin θik

· rcQ/C︸ ︷︷ ︸
rc
Pk/C

)
+ rnC/N , (43)

where rk is the radius of the kth obsta-

cle.

The change in occupancy probability of a grid

cell centred atG is positive if

‖rnP ′
k/N
− rnG/N‖ < rk for any k, (44)

where

rnP ′
k/N

= diag(1, 1, 0)rnPk/N
(45)

and P ′
k is the projection of Pk onto the water
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surface. This change in occupancy probability

is repeated for each camera that observes the

obstacle.

If the condition (44) is false, two cases remain.

If the grid centre G is not occupied according

to (44) and satisfies

rcQik/Ci
·

rcG/Ci

‖rcG/Ci
‖
> cos θik, (46)

then the change in occupancy probability is

negative for the ith camera since it observes

the water surface. If neither conditions (44)

or (46) are satisfied, no change in occupancy

probability for G is performed from the ith

camera, since G is occluded by an obstacle.

The three cases are shown in Figure 14.

2.7.2 Obstacle measurement model

Since the cameras observe the obstacle field

from an elevated position, depth cues may

be inferred from the angle of declination to

the obstacle on the water surface. This en-

ables a beam-based measurement model to

be used with a 2D rather than a 3D occupancy

grid. While the beam model casts rays to the

nearest obstacle in 2D, the map is updated

based on all available 3D information, since

the cameras can see over the top of small ob-

stacles.

The emulated beam model for the ith camera

employs a measurement vector. The obsta-

cle measurement model for the ith camera is

given by

yCi
=


ρHi1/Ci

ρHi2/Ci

ρHi3/Ci

...

+ vCi
, (47)

where vCi
∼ N (0,RCi

) is the measurement

noise and ρHij/Ci
, ‖~rHij/Ci

‖−1 is the inverse

depth from the camera optical centreCi to the

jth ray termination pointHij in the horizontal

plane. The ray angles span the horizontal field

of view of each camera.

The use of inverse depth parameters iswell es-

tablished in the monocular visual SLAM litera-

ture (Montiel et al., 2006; Civera et al., 2008;

Sola et al., 2012), but does not receive as

much attention in grid SLAM applications. By

using a Gaussian distribution to represent un-

certainty in inverse depth parameters (IDPs),

rays may effectively terminate at infinity while

the IDPs remain bounded (Marzorati et al.,

2009).

The obstacle measurement vector is com-

puted from a 2D parametric map that consists

of obstacle centres P ′
k and radii rk for all k as

shown in Figure 15. This map is constructed

using (43), (45) and the measured {rcQ/C , θ}
data that the vision system provides. The

measurement prediction vector is computed

from the 2D occupancy grid as shown in Fig-

ure 16.

2.8 Guidance

The guidance system consists of two phases.

First, obstacles are grouped if necessary,

then the path planning algorithm is exe-

cuted.

2.8.1 Obstacle cell clustering

Convex hull clustering is used to ensure the

boat does not attempt to pass through a gap

between obstacles that is too small for the

boat to pass safely. If the distance between
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Figure 14: Spherical obstacle of radius r with centre atP observed from a perspective camera

atC. Themap grid cells unobserved by the camera (dark grey) are bounded by a conic section,

while an orthographic projection from above (yellow) represents the occupancy state used to

map the obstacle.

r

r

Figure 15: Virtual beam measurements are

obtained by casting rays fromeach camera un-

til they terminate at a circle centred atP ′ with

radius r at some inverse depth ρH/C > 0.
If the ray does not intersect any circles, then

ρH/C = 0. The obstacle position P ′ is deter-

mined using (43), (45) and the {rcQ/C , θ} pairs
obtained from the vision system.

any two occupied cells on the grid map is less

than a threshold corresponding to the maxi-

mum dimension of the boat, the convex hull

algorithm will group those cells together as a

single cluster. These clusters are then treated

as large obstacles by the guidance algorithm,

as shown in Figure 17.

✓1

✓2

C

Figure 16: Beam measurements are pre-

dicted by casting rays from each camera un-

til they terminate at the boundary of an occu-

pied grid cell at some inverse depth ρH/C > 0.
If the ray does not intersect any occupied cells,

then ρH/C = 0.

2.8.2 Path Planning

Discrete grid-based path planning solutions

offer a number of advantages in terms of sim-

plicity and performance over their continuous

counterparts. The A∗ and D∗ family of path

planning algorithms are chosen for the guid-

ance of the USV due to the robust predictabil-

ity, given accurate cost models.
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Figure 17: Occupied grid cells (light orange)

are clustered if the distance between cells is

less than the vessel maximum dimension. The

path planner uses the convex hull of each clus-

ter (dark orange) as an obstacle to avoid.

The D∗ algorithm (Koenig et al., 2004) is a

dynamically updated version of the A∗ ex-

haustive path-finding algorithm. Field D∗ im-

proves upon the original by adding continu-

ous path interpolation to produce a path qual-

ity similar to continuous planners, whilemain-

taining high efficiency (Ferguson and Stentz,

2005).

A simpler approximation of Field D∗ is imple-

mented by taking the original D∗ algorithm

and allowing transitions to non-immediate

neighbours, summing the fractional cost of

transition through intermediate cells. The

maximum radius of these allowed transitions

represents the quality of approximation to

Field D∗, but comes at an increased perfor-

mance cost.

2.9 Hydroacoustic localisation

One method to solve the acoustic source lo-

calisation problem is the Time Delay Of Arrival

(TDOA) method, which uses an array of micro-

phone pairs and simple geometry to locate the

source as described by Mumolo et al. (2003).

Combining this method with another reduces

design complexity, and required microphones

resources---usually≥ 6.

A reduced TDOA method using an S-array is

used. This will introduce errors to the pre-

diction but uses only 4 hydrophones (HP) for

3D localisation. This design is shown in Fig-

ure 18, where the horizontal pair will be used

to approximate X-Y position and the offset will

get an angle to approximate the Z position

(depth).

dh
ds

ds

z

y

Figure 18: Hydroacoustic microphones are

mounted in offset pairs to maximise the infor-

mation obtained from measurements.

This array also allows the testing of the newly

developed algorithm which uses TDOA infor-

mation as well as Difference In Signal Ampli-

tude (DISA). An acoustic signal will lose its

strength as a wave propagates from its source

in either 2D or 3D shells, it will further be di-

minished by dissipation (Lurton, 2002). The

following equation describes the geometric

spreading of a wave:

A1 =
A0

Rn
1

, (48)

where A1 is the signal strength, A0 is the

original strength, R1 is the distance from the

source to the hydrophone and n can be ei-

ther 1 or 2 for planar and spherical spread-

ing.

To determine the source location, the length
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Acoustic Source 

Signal spreading 
& dissipation 

R1

R2

✓

�t

Rs

x

y

Figure 19: The angle from a hydrophone pair

to an acoustic sourcemay be determined from

the time difference of the approaching wave

front. The reflection ambiguity is resolved by

introducing an additional microphone that is

not collinear with the existing pair.

of the rays R1 and R2, shown in Figure 19,

need to be found. The following equation cal-

culates the distance from the source to each

HP:

R1 =
δt n

√
A2

A1

1− n

√
A2

A1

(49)

Knowing all distances, the cosine rule is used

to determine the angle from the source to

each HP as opposed to each HP pair, as used

in the TDOA method. Position predictions can

then be made. This method requires only 3

HPs for 3D localisation as opposed to 8 for a

standard TDOA system.

3 Collaboration

The UON RobotX Team have developed their

USV in collaboration with industry, govern-

ment organisations, the community and be-

tween groups within the university.

Sponsorship was obtained primarily by ap-

proaching organisations directly. Support has

been gained through in-kind donations of

hardware from industry and financial back-

ing from the competition sponsors and organ-

isers, the university and government initia-

tives.

Within the university, the Newcastle Robotics

Laboratory (NRL) supports students partic-

ipating in two international competitions---

Maritime RobotX Challenge (UON RobotX)

and RoboCup (NUBot). NRL is an interdisci-

plinary research and training initiative of sev-

eral robotics related research teams.

Kontron have provided in-kind donations of

state-of-the-art embedded computers, for

both competitions, which are running com-

putationally expensive machine vision soft-

ware. Hetronic Australia donated a wireless

e-stop system, Altra Industrial Motion have

contributed linear actuators for the USV steer-

ing system and Regional Development Aus-

tralia (RDA) Hunter have provided funding for

team member travel. The Australian Govern-

ment, Defence Science and Technology Or-

ganisation (DSTO) have also provided financial

support.

4 Conclusion

Student engagement in the science and en-

gineering of autonomy has been paramount

in developing the USV for the MRC. The ma-

chine vision system exceeds the requirements

of the obstacle avoidance task. The system

was designed to recognise obstacles of var-

ious shapes, colours and sizes as per AUVSI

(2014b), however, this was later simplified in

AUVSI (2014c) to three defined size buoys of

consistent shape and colour. The broader ap-

proach may benefit subsequent challenges or

future research opportunities.
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Unfortunately, due to sponsorship with-

drawal, the hydroacoustic search and

localisation task was not being attempted.

Since scoring guidelines (AUVSI, 2014d)

were released in September, this task is

being reinvestigated due to the large point

allocation.

One of many other challenges that the UON

team have faced include propulsion system

development. Progress was slow until the

propulsion system funding was received to-

wards the end of June. The University of

Newcastle kindly provided emergency funding

to the team in order to procure this equip-

ment. Despite these delays the team contin-

ued to write software components of the au-

tonomous system.

The development of these and other critical

systems have transformed the USV into an au-

tonomous vessel with capabilities extending

beyond the MRC. UON will continue to em-

ploy the USV in further research; using the

boat for project tasks and further iterations

of the competition. The USV is well equipped

and has hub capabilities for multi-vehicle co-

operation including vehicles in multiple do-

mains (aerial, surface and underwater). Con-

tinued collaboration with external organisa-

tions helps facilitate research towards greater

autonomy in marine systems. The team is

looking forward to future research opportuni-

ties after the competition.

Ongoing research contributes towards pro-

ducing safe and robust unmanned and au-

tonomous vehicles. To be accepted by society

at large, an unprecedented level of safety and

reliability must be demonstrated before these

vehicles can be operated in spaces shared

by human-operated vehicles (Perez et al.,

2013).

A Hardware

Selected mechanical, electrical and computer

hardware is listed in Table 1.
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