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Abstract—Autonomous boat Barka enters the RoboBoat
competition for the 3rd time and richer in past experiences
applies new solutions and technical advancements. Strat-
egy of the team emphasizes using sensor fusion of IMU,
LiDAR, and ZED2i camera to achieve precise real-time
navigation, object detection, and decision-making across
the tasks. Design adaptations include hardware enhance-
ments such as LiDAR integration, a ball launcher for
object delivery, and improved waterproofing and cooling
systems, ensuring reliability in diverse environments.

The three-layer software architecture balances scal-
ability and real-time performance, employing advanced
processing techniques, including YOLOv10 for vision-
based detection and Euclidean clustering for LiDAR data.
Detection fusion combines vision and LiDAR inputs for
robust global object tracking. Hardware improvements
such as enhanced battery management, stabilized LiDAR
mounts, and upgraded communication systems comple-
ment these software capabilities.

Testing strategies ensure operational readiness despite
seasonal constraints, relying on iterative dry and on-water
tests. This alignment between strategy and engineering
underpins the ASV’s ability to perform reliably, efficiently,
and safely in competitive scenarios.

Competition Strategy
Building on our recent success with vision-based

steering, we aimed to enhance the system by incor-
porating LiDAR. Our system is designed to integrate
data from all onboard sensors, including the IMU,
LiDAR, and ZED2i camera, to create a unified and
highly accurate understanding of the environment.
This sensor fusion enables the boat to navigate,
avoid obstacles, and interact with its surroundings
with exceptional precision.

Across all tasks we are using real-time detec-
tion, localization and decision-making based on
a constantly updated model of the environment.
Advanced algorithms process this data to identify
objects and determine the best course of action to
achieve the task objectives while avoiding collisions
and maintaining efficiency. To meet the unique

requirements of each task, we have implemented
necessary hardware modifications that ensure com-
patibility with all scenarios.

I. NAVIGATION CHANNEL & FOLLOW THE PATH

For the Navigation Channel, our approach in-
volves a strategy to ensure precise navigation
through the designated path. We start by calcu-
lating the localization of all nearby gate buoys
using the boat’s integrated sensors, including the
IMU, LiDAR and ZED2i camera, to accurately
determine their positions relative to the boat. This
data is processed to establish the arrangement of
the buoys, allowing us to identify the boundaries
of the gate with high precision. By maintaining
a central path, we minimize the risk of collisions
and ensure compliance with course guidelines. Our
system continuously updates the localization of the
gate buoys in real-time to account for environmental
factors, such as water currents and wind, which
could cause drift. Approach to Follow the Path
utilizes algorithms similar to those described above,
but also accounts for the presence of obstacles
such as yellow buoys and other vessels. Obstacle
avoidance algorithms determine the optimal path to
prevent collisions with boats or yellow buoys, while
the tracking algorithm enables the counting of the
objects.

II. SPEED CHALLENGE

The key to success in the speed challenge is
identifying the distinct blue buoy as quickly as pos-
sible while avoiding the black buoys. Our strategy
incorporates the newly implemented obstacle avoid-
ance algorithm, detailed below, to navigate between
the black buoys and determine the optimal path to
bypass them. Waypoints are utilized to steer around
the blue buoy and return by placing a waypoint at
the center of the gate.
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III. DOCKING

Vision detection powered by a neural network
will identify the front and side of the dock and
this will allow the vessel to align parallel to the
dock’s side, change direction, and steer itself to
the center of the dock’s front. At this point, the
system will be able to identify all three banners and
select the designated shape. The final step involves
checking the availability of the dock to ensure it is
not occupied by another boat. If it is occupied, the
vessel will return using pre-established waypoints
and navigate to the opposite side. With the dock’s
position stored, the ASV will initiate the procedure
on the other side.

IV. WATER & OBJECT DELIVERY

Our approach to Water & Object Delivery tasks
focuses on completing objectives immediately upon
detecting an orange or black vessel. By leveraging
advanced detection systems and efficient decision-
making algorithms, the ASV can identify target
vessels and initiate delivery actions without delay
or unnecessary navigation at the end of a run.
Additionally, tracking and localizing objects within
a coordinate system allows us to determine whether
the currently detected boat has already been served,
ensuring that the ASV can recognize if it has gone
off course.

V. RETURN TO HOME

Our plan involves introducing a “home” waypoint
at the beginning of the Navigation Channel. This is
implemented with the use of cartesian coordinates
with our (0,0) point designated as the starting posi-
tion. Along the route to the waypoint, the boat will
also search for two black buoys; upon locating them,
it will navigate through the gate between them.

Design Strategy
Given the strong performance of the hardware

last year, we decided to implement only minor
improvements. There were no significant changes,
but we added a ball shooter to enable the completion
of the Water and Object Delivery task. Most of
our time was dedicated to enhancing the software
system. We introduced a LiDAR sensor and began
developing new software to integrate it into our
system and refine our algorithms. Additionally, we
are implementing a new approach that combines

object localization using vision, point cloud data,
and GPS.

I. HULL DESIGN

The design featured a catamaran structure for
easy disassembly, ensuring convenient transport,
including suitability for air travel. The hull design
remains largely unchanged.

Fig. 1: CAD model of Barka

A. Waterproofing

We applied a new layer of epoxy varnish after
removing the old enamel. To address issues with
the previous sealing system, which caused conden-
sation, PCB corrosion, and battery explosion risks,
we replaced the 3D-printed covers with ones made
with basalt fiber, consistent with the material used
for the rest of the boat. Its transparency to magnetic
fields prevents interference with electronics. The
new covers incorporate a labyrinth sealing system
with soft sponge, making the design waterproof and
effectively preventing condensation inside the hull.

B. Cooling system

During the last competition, we faced overheating
issues with the IMU/GPS and Jetson due to sun
exposure and rising temperatures in the electrical
box. To address this, we designed a cooling system
consisting of two fans: one configured for intake
and the other for exhaust. Both fans are housed in
durable water traps 3D-printed from UV-resistant
resin. Additionally, we covered the top of the elec-
trical box with the window tinting foil to reduce the
impact of solar radiation. This solution minimized
PCB corrosion from UV light and lowered the
internal temperature.
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II. HARDWARE DESIGN

A. Construction

The water nozzle system remains the same as
last year, but a new ball launcher needed to be de-
veloped. A key focus was ensuring synchronization
between the camera and LiDAR data, which led us
to develop a stabilization system.

1) Stabilization: We developed a gimbal-like
stabilizer with one degree of freedom along the
pitch axis. The stabilizer is constructed using a com-
bination of 3D-printed components, stainless steel
for stiffness, and a servomechanism for actuation.
Designing the system required careful consideration
of the center of mass, which needed to remain below
the pivot point for stability. This proved challeng-
ing, as the LiDAR, being the heaviest component,
is mounted at the highest point of the structure.
Servomechanisms were selected for this application
because of their affordability and simplicity. The
control protocol is the standard modeler’s pulse-
width modulation (PWM). Requiring only ground,
power, and signal connections, this minimal wiring
simplifies integration with the system’s electronics.

Fig. 2: Maximal displacement in previous load case
in ball laucher

2) Ball launcher: The ball launcher utilizes two
brushless motors and disks, all constructed using
resin printing techniques. The launcher operates by
first spinning up the disks to a high speed and then
feeding a ball between them, propelling it forward
with great force. A servomechanism is used to feed
the ball into the launcher, and like the motor con-
trollers, it is easily controllable using standard PWM
signals. This simplifies integration with the control
board, which manages multiple PWM signals for
motor speed via ESCs and the ball-feeding servo.

B. Electrical
As part of the improvements to the boat’s electri-

cal system, significant upgrades were implemented
to enhance its reliability and safety. The key en-
hancement was the optimization of the energy man-
agement system, which now efficiently monitors
battery parameters such as current, voltage and tem-
perature, protecting it from operating under adverse
conditions. The system was also equipped with a
buzzer to alert users of exceeded safe limits and a
signal lamp indicating the boat’s current operational
state. Additionally, the wiring was reorganized using
a dedicated PCB that serves as a power distribution
board, providing additional safety by integrating
fuses to protect electronic components.

1) Battery Management System: The advanced
energy management system was upgraded to reli-
ably monitor key battery parameters: current, volt-
age, and temperature. The system detects hazardous
operating conditions and enables quick responses,
ensuring the safe operation of the boat. Compared to
last year, an additional electronic circuit consisting
of transistors was added, which disconnects power
from the thrusters in case of a critical threat [7].

2) Buzzer: The added buzzer serves as a warning
signal. It emits sound when safe thresholds for
parameters such as excessively high or low voltage,
overcurrent, or abnormal temperature are exceeded,
allowing immediate action to protect the system.

3) Power Supply Modernization: Instead of the
previously used main power cable with multiple
branches, a dedicated PCB was designed. The new
construction serves as a power distribution board
and includes fuses that effectively protect individual
electronic components from overcurrent.

4) Status Light Post: The status light post pro-
vides an easy visual indicator of the boat’s oper-
ational mode. It features a 360-degree LED light
column with three distinct colors, each representing
a specific state: manual control, autonomous oper-
ation, or disarmed mode. This simple yet effective
system ensures that the current status of the boat is
immediately clear, improving safety and operational
awareness.

C. Communication
Over the summer, we encountered issues with

Wi-Fi communication, where the connection would
occasionally drop for up to a minute. To address
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this, we upgraded our connectivity by switching to
a dongle, replacing the Ubiquiti BULLET antennas,
which improved data transfer and enabled reliable
remote connection. We decided to take greater ad-
vantage of the radio’s capabilities by adding addi-
tional data to its screen. Furthermore, we developed
a web-based GUI to display telemetry information.

1) Dongle: We decided to revise our approach
for connecting with the boat from shore, choosing
an RM520N-GL 5G dongle for our Jetson. Its con-
nectivity enables fluent data transfer, allowing us to
reliably monitor and control the boat remotely. This
allowed us to utilize the telemetry system through
a web-based Graphical User Interface.

2) Telemetry: To monitor battery voltages di-
rectly on the radio controller screen, we utilized
the TBS Crossfire (CRSF) protocol by reverse-
engineering publicly available packets and cus-
tomizing them to our needs. This method enables
reliable, real-time transmission of battery voltage
data as long as the radio-receiver connection is
active.

3) Graphical User Interface: We developed a
web-based GUI using ROS2, React and Django
to provide a centralized, real-time display of boat
telemetry. This interface subscribes to multiple top-
ics and aggregates the data into a back-end database
for logging and analysis. Operators can monitor po-
sition, velocity, heading, and system status through
a responsive dashboard, accessible through standard
web browsers. This approach is more practical and
convenient compared to using an FPV camera.

III. SOFTWARE DESIGN

To enable scalability and simplify the incorpora-
tion of new functionalities, our project is organized
into a three-layer system. This approach offers a
clear, modular framework that is both easily scal-
able and adaptable. We decided to implement our
software in both C++ and Python using ROS2 [2]
framework, as Python offers support for a broader
range of libraries.

Fig. 3: Software system layers and direction of the
data flow

A. Layer 1 - Hardware Drivers
This layer serves as the interface to hardware

communication, encompassing messaging, CAN
bus interactions, camera and LiDAR communica-
tion and motor control calculations. We are us-
ing zed wrapper, hesai ros wrapper and our cus-
tomly made can driver to receive data from LiDAR,
ZED2i camera and IMU/GPS. We changed SBG
Ellipse-D IMU/GPS to Xsens MTi-680G, which
includes RTK support that we plan to utilize in the
future. To reduce sun glare, we have purchased a
CPL filter, which we plan to install in front of the
camera.

B. Layer 2 - Data Processing
This layer handles real-time object detection us-

ing both vision and point cloud data, processes
information from the IMU/GPS sensor and manages
trajectory planning. To ensure efficient object detec-
tion, a neural network based on the You Only Look
Once (YOLO) algorithm was selected. YOLOv10
[3], [4], which is faster and more accurate than
the YOLOv8 model used last year, performs object
detection in a single iteration, making it highly
suitable for real-time applications.

1) Autolabelling & Augmenation: To reduce the
time required for image labeling, we implemented a
partial auto-labeling process. This approach involves
labeling a subset of the dataset, training the model
on this subset, and then using the trained model
to label the remaining data. Subsequently, we only
need to review the generated labels, significantly
decreasing the time needed for model preparation.
We apply a variety of augmentations to the training
set to prepare the model for weather conditions that
differ from those during data collection, such as
intense sunlight.

2) Quantitized Convolutional Neural Network:
To achieve faster inference times and reduced mem-
ory exploitation, we implemented quantization to
reduce the precision of weights and activation func-
tions in our YOLOv11 model from 32-bit to 16-
bit, ensuring minimal accuracy loss. This optimiza-
tion uses frameworks like CUDA and TensorRT
for efficient parallel computing. After receiving the
initial vision data from the ZED2i camera, a 10-
step warmup initializes GPU resources for stable
processing. The workflow involves preprocessing
the image by resizing and normalizing pixel values,
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Fig. 4: Comparison of vision detections with and
without augmentation in the strong sun

running inference on the GPU, and transferring
results to the CPU. Finally, postprocessing interprets
the output into a ROS2-compatible format for seam-
less integration into our autonomous system.

3) Clusterization & LiDAR: The Euclidean clus-
tering algorithm was implemented to identify and
segment objects within the processed point cloud
data [9]. This method groups points according to
their spatial proximity, using the Euclidean dis-
tance metric to determine cluster membership. The
implementation was carried out using the Point
Cloud Library (PCL) [10] integrated within the ROS
2 framework, facilitating seamless communication
and data handling between different components of
the system. This is crucial to our approach, as we
rely on depth data to calculate the coordinates of
objects.

Fig. 5: Stages of the point cloud data processing
pipeline

4) Detection Fusion & Tracking: The detection
fusion system integrates data from two independent
detectors, ensuring alignment of incoming detec-
tions based on similar timestamps through topic syn-
chronization. It prevents issues caused by data ar-
riving from different time periods. When a message
is received, the system compares detections from
the vision detector and the cluster-based detector
by analyzing their angular positions. It evaluates
the likelihood that both detections correspond to the

same object and returns a boolean value to indicate
the result.

Integration of data from LiDAR, IMU, GPS, and
ZED2i enables the calculation of global object co-
ordinates, with the origin point (0,0) defined as the
autonomous vessel’s starting location. The global
coordinates of each new detection that successfully
undergoes the fusion process are compared with the
locations of previously detected objects. Based on
a distance threshold, the new detection is assigned
either a new ID or an existing one. This helps us
to see the difference between different buoys and
other elements.

C. Layer 3 - Control
Within this layer, an important component is the

implementation of a state machine that governs the
selection of algorithms executed by the software.
Taking information from the L2 layer and guided
by various conditions, the state machine serves as
the decision-making engine, determining the subse-
quent algorithm to be executed.

1) Obstacle Avoidance: To ensure higher steer-
ing accuracy, we calculate the positions of objects
around the vessel using object localization tech-
niques. By continuously monitoring the surrounding
environment, we identify and map obstacles and
other vessels in real-time. These localized objects
are then factored into the selection of optimal
waypoints, enabling precise and efficient navigation
while maintaining a safe distance from potential
hazards [6]. This dynamic approach enhances the
vessel’s ability to follow a desired trajectory with
accuracy and reliability.

Testing Strategy
As the majority of testing occurs in late autumn

or winter, lake tests can only be conducted in-
frequently. This year, we were unable to conduct
tests in the swimming pool due to a change in
our approach to autonomous steering, which now
is based on calculating waypoints from vision and
point cloud data, as GPS signals are not very
accurate indoors. Therefore, we strive to maximize
the number of things we test on the water when we
are at the lake and make every effort to accomplish
as much as possible. We also try to conduct test-
ing even in the absence of water access whenever
possible.
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I. DRY TESTS

To validate our hardware, we perform dry tests
within our workshop. Before activating the boat,
we thoroughly inspect all physical components of
the system. Once the inspection is complete, we
power up the boat and verify the radio connection.
Next, we ensure that the thrusters, water nozzle, and
ball shooter correctly respond to commands from
the radio. Following these steps, we activate Jetson,
the main component of the autonomous system, and
confirm that signals can be sent to and received from
it. Such tests are performed the evening before every
test on water.

If necessary, we also test individual components
of the boat. To assess the nozzle, we link it to the
boat and manually issue commands to initiate and
cease water flow. The same procedure is applied to
the ball shooter. Both functionalities feature simple
control, having only two states. These tests do not
require powering the thrusters and can be performed
at any time as needed in our workshop.

II. TESTS ON WATER

This year our only option for testing was Bagry
lake in Krakow, where we have the capability to
assemble parts of Follow the Path, Speed Challenge,
Object and Water Delivery and Return to Home
tasks. For the initial two tasks, we arranged buoys
to simulate gate markers, comprising red and green
buoys, as well as establishing a designated course
for the Speed Challenge. In the case of Object
and Water Delivery, two constructions which hold
the plus and triangle sign, have been built with
PVC pipes to replicate the testing environment.
This approach ensures that our testing scenarios
closely mirror the competition conditions, allowing
us to refine and optimize Barka’s performance in a
controlled setting before deployment.

During the summer, as part of our preparation for
the Njord competition, we collected a large dataset
of our buoys on Bagry Lake, giving us a robust
model for testing. This year, we have also prioritized
recording sensor data to ensure that we can test
our algorithms using real-world scenario data rather
than relying solely on idealized simulation data.
While on the water, we are able to thoroughly test
hardware, software, peripheral elements, and their
integration. The only aspect we cannot test is how
our software transitions between tasks.

III. SIMULATION TESTS

We use simulation exclusively for testing soft-
ware algorithms, as it removes variables like waves
and wind, making comprehensive testing otherwise
impossible. Virtual environment allows us to re-
fine the logic in algorithms and make sure the
detection processes work well. Consequently, we
can check how strong and reliable our algorithms
are in various situations. Such flexibility speeds up
our development process. In the Gazebo, we have
slightly updated the worlds we created for RoboBoat
2024 by incorporating new custom and VRX [5], [8]
models.

Fig. 6: Performance of the neural network model
in real-time buoys detection during the simulation
testing
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APPENDIX A
TEST PLAN RESULTS

A. Scope

We conduct monthly tests of our boat, starting with basic functionalities and gradually progressing to
more advanced ones. Basic tests include verifying that the electrical system functions as expected and
ensuring the boat can navigate using GPS waypoints. As the competition approaches, we focus on testing
more advanced functionalities, such as the ball shooter and buoy tracking.

B. Schedule

Fig. 7: Plan of the workload and water tests

On the table, there is a schedule outlining work and tests. The months highlighted in blue indicate
when water tests are planned. We have organized our tasks to ensure there is always something ready for
testing, both in terms of hardware and software.

C. Environment

(a) VRX Simulation environment for the whole course (b) Sailing club HORN in Krakow

Fig. 8: Testing environments

Our simulation is built on a world originally created for the VRX competition. Using models from
VRX or custom-made ones, we recreated each task and the entire RoboBoat 2025 course. While this is
an idealized environment, it is perfect for developing algorithms that require continuous testing.

For in-water testing, we use Bagry Lake in Kraków, specifically the harbor of the HORN Sailing Club.
It provides a safe environment, often used by beginner sailors, and allows us to position buoys as needed.
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D. Risk Management
Potential risks on the water include someone slipping on a slippery entrance to the water. To place

buoys, we use paddle board or kayak and there is a risk that someone can fall into the water. We use
this lake regularly for the tests of both our boats – autonomous boat and solar powered racing boat, so
members of our team have been through the safety training. We also make sure that the people on the
kayak or paddle board wear lifejackets.

E. Results
Throughout our monthly sessions, we gathered the necessary data for testing algorithms, clustering, and

the neural network. During the tests conducted in November, we confirmed that the hardware functioned as
expected, with no issues detected. We also verified that the fusion of detections was working correctly and
recorded some data. However, we encountered problems with waypoint navigation, which we scheduled
for retesting in January. We were able to successfully resolve the navigation issues.

In February, we plan to test the final version of the hardware that will be used during the competition.
During our stay in Sarasota, we intend to test our cooling system and assess the neural network’s
performance in handling sun reflection issues. Unfortunately, due to weather conditions in Krakow, we
are unable to conduct these tests locally.
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APPENDIX B
NEURAL NETWORK QUANTITAZATION

Fig. 9: Main pipeline for accelerating vision detection algorithm

Efficient and optimized implementation of detection based on CNN models using embedded devices
like Jetson requires a quantization method, which goal is to minimize the accuracy loss and inference
time for real-time processing applications. Quantization is the process of reducing the precision of the
weights and activation functions of deep neural network model from 32-bit floating-point to lower bit
width precisions, in our case to 16-bit. This technique aims to achieve faster inference times and reduced
memory exploitation by leveraging powerful frameworks for quantization and parallel computing methods.
Advanced tools like CUDA and TensorRT were used to maximize performance during model deployment
and implementation of inference algorithm. The quantization of the convolution neural network model
YOLOv11 proved highly effective in optimizing the performance of our autonomous boat’s object detection
system as the vision detector is no longer the bottleneck of the system.

Figure 10. shows the main pipeline for vision detection algorithm which uses CUDA for running
inference directly on GPU architecture. After getting the first message with vision data from ZED2i we
perform 10 times in a row warmup which is common practice for GPU resource initialization and ensuring
stability in further data processing. The first step is preprocessing the image which includes resizing to
640x640 format and normalization of pixels values to the scope of [0, 1]. The second stage is the main
detection process which is performing inference on GPU using CUDA framework. The algorithm copies
image data directly to the GPU memory and then performs inference. Once this is done the results are
copied back to the CPU memory. After this stage we are moving into the postprocessing stage which
is focused on interpreting the results into proper form that can be fitted into our custom defined ROS2
message.
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APPENDIX C
CALCULATION OF THE TORQUE REQUIRED FOR THE MOTOR

Fig. 10: Forces applied to the ball launcher
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APPENDIX D
ELECTRICAL SCHEMATICS

Fig. 11: Battery management system board design
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APPENDIX E
COMPETITION STRATEGY
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